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Automatic Speaker Recognition (ASpR)

Speaker embeddings

- .
W\ Score —| Decision é
DNN-based 7 ™\ Reject
’ model
Applications
Smart assistant Biometric authentication Forensics
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State of the art ASpR

Performance Vs. Complexity Performance Vs. Evaluation pairs
EER%4 o ‘21" EER% 4 X
244 21 "
3JONN
. ResNet34
11 % soaibm. 1
g ~% WavLM Base+ T
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¥ =% WavlM large
L1 L 1 1 L 1 . ! ! ! »
0.6M 8M 20M 23M 94M 265M 316M  #Parameters VoxCeleb1-H  VoxCeleb1-0 VoxCeleb1-E evaluation pairS

e Higher performance.
-> More complex architectures and higher number of parameters.
-> Sacrify the interpretability of the information flow.

e The variability of train data + The non representative choice of evaluation pairs + Speech quality.
- Unpredictable output.

-> A risk of discrimination bias [Khoury2013, Hutiri2022].

% In this thesis, we aim to address the opacity of ASpR models and provide well informed output

applied in forensic context.
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Forensic automatic speaker recognition
Centrality of likelihood ratio

Suspect

Prosecution hypothesis (H,): The trace sample belongs to
the suspect.

Defence hypothesis (H): The trace sample belongs to
someone other than the suspect.

Similarity . IR= P(STrace,Suspectal)

SC(S) e P (S Trace,Suspect | Hd)

Bayes paradigm

P(H,|E)  P(E|H,) . P(H,)
P(H|E)  P(E|Hy)  P(Hy)

N————

Posterior odds  Likelihood ratio  Prior odds

Value of evidence
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The lack of interpretability

Forensic context
Well, the
performance of the
system is great!
| think | can trust this
| don't score.
understand these
values!
o )
O. ‘ Suspect data’
¥ ? 0.1 |03 0.6
y model
/ [R=50
0 |02 0.1

Vocal trace

Forensic practitioner

s the ASpR
trustworthy?

Which voice information
contributed to this value?

Is it reliable?

& s

Weight of
evidence

L,

The Court

w System performance alone is not enough to trust a DNN-based model.

w The interpretability and the transparency of the output produced by the system

isa MUST [Deeks?2019, Solanke2022, Kirat2023].

Context & motivations




Research questions

% This thesis aims to propose an interpretable and explainable ASpR approach.
e RQ1: Can we make the embedding space interpretable?

e RQ2: Which voice information influences the final score in ASpR task?

What is its contribution? Is it reliable?

e RQ3: What is the nature of this encoded information?

Context & motivations 7



Our inspiration

Simplified forensic DNA identification

|dentification process

Trace genotype Many locus: Loci
Typicality: presence frequency in a given population.
oss | A ypicality: p quencyina given pop
5 \
Locus 12| 19
P(Trace matches the suspect) Similarity pe.

Suspect profile Partlal_LRlOCuss - =

P(Trace matches someone else in population)  Typicality .
! Locus 5 % /

Locus 12 ﬁ LR = H partial-LR,

i

Uncertainty in a locus [Gill2008, Shestak2021]

Trace genotype Trace genotype
Locus 5 A Locus 5 e
5 . . ol .
Drop-out m — These are considered in partial-LRs [Gill20712]
X A
Locus 12| 99 Locusn| N

Proposed methodology



Proposed ideal solution

What if?

o

Trace

7 —HM*_. »
DNN-based .
R l " model

Suspect

Nasality

Breathy

Female

Typicality

Uncertainty

N

N

'

/

/

N

Nasality is
rare, reliable and it

has the biggest
weight on the LR

The Court
I~ Provide more explanations.

s> Allow a better handle of
the value of evidence.

Proposed methodology



BA-LR three-step methodology

Step 1 Step 2 Step 3

\ r BAy | BA,| ... | BA, \ r \
— BA, BA, |---| BA
' 1 Typicality | 0.1 05 | ... 0.9

Uncertainty | 0.7 | 05 | --- 0.1 Phonemes | Vowels | Nasals |°° Stops

l . I I\/Iode / l \ Phonetics FO Formants | - - - Energy
k 0 J@:LRBAO*LRBAl*...*LRBAIJk J

n

1. Binary and attribute-based modelling: Represent a speech sample by a binary vector, where
each dimension represents the presence or absence of an assumed attribute.

2. Interpretable and explainable scoring: Decompose the LR as the product of attribute-LRs,
each associated to an attribute.

3. Attribute explainability: Describe the nature of attributes in terms of phonetic and phonemic
information.

Proposed methodology



STEP 1: Binary and attribute-based

speaker embeddings




Binary attribute-based modelling

e Related work on binary speaker embeddings
® Preserve privacy and enhance security of speaker information [Boufounos2011]
® Reduce both time and computational costs [Li2016]

® Model speaker specitic discriminant information [Bonastre2011]

&= QOur goal is to model binary and attribute-based speaker embeddings, assuming:

® A speech sample is represented by the presence (1) or absence (0) of predefined set of attributes.

e Attributes are shared between groups of speakers.

® Attributes are assumed to be independent.




BA-extractor model

e The proposed model is based on a modified ResNet extractor [ZeinaliZ019].

During training:

. /S 1
. . odified speake ASoftmax /752
—>. Std pooling > FC rbedd e dassifier
\S
. Softplus n
activation
Filterbank ResNet blocks Classes

BA-extractor

After extraction:

B > BA-extractor » DULLLESEE OB | Binarization |—»
. embeddings

(ol (ol (el El (el E (e

Filterbank BA-vector




ASpR performance

e Datasets Datasets description
VoxCeleb?2 VoxCeleb1
Train Evaluation
# of speakers 5,994 1,251
# of extracts 1,021,175 153,516
# of test pairs 56,295*2

The number of pairs is balanced between target and non-target

e Evaluation using Cosine similarity

ASpR Performance in terms of EER on VoxCeleb1

X-vectors BA-vectors
# of dimensions | 256 floats (8192 bits) 205 bits
EER 1.37% 3.42%

EER: Intersection point between FAR and FRR

w Good ASpR performance.

w A ~2% of absolute increase in EER compared to x-vectors.

@ A dimensionality reduction of x-vectors by ~40 times.




Key takeaways

eL)OdV

e Represent speech samples by binary vectors, modelled by voice attributes shared

among speakers.

e Adds athresholding function to orient the representations towards binarization.

v A good trade-off between binarization and ASpR performance.
X ResNet architecture is not the most accurate.

X The post-extraction binarization is not ideal.




STEP 2: BA-LR
Binary-Attribute-based

Likelihood Ratio
estimation




Existing LR estimation methods

J(Sxy|H,)
JSxy|Hy)

e Score-based methods [Bolck?2015, Leegwater2017]: LR =

v Widely used and easily implemented.

X Reduce the multivariate feature vectors to a compact single similarity score.

S,y Hy)
f(xa Y | Hd)

® Feature-based methods [Franco-Pedroso?2016]: LR =

v Consider the similarity as well the typicality of feature vectors under comparison.

X Consider the entire distribution but not each feature contribution to the LR.




Interpretable BA-LR scoring

A

s ) BA-vectors
Weight of @ o |
O BA BA BA evidence & c.n,
*: _ 0 1 2 . A e b I
1T e g [ 0
2 BA-extractor 7 1 | 0 0

The Court

N\ Typicalit
BAO[ ypicality

" Typicality BA, Typical
l/Uncertain

lUncertain l\.Uncertain

BA,

A 4 \ 4

BA BA BA
LR = LRH0 % LRlO1 2% LROO2

RQ1: How to estimate the behavior of each attribute?

RQ2: How to estimate an interpretable LR per attribute?

RQ3: Is BA-LR applicable in an ASpR task?

RQ4: Which explanations does it offer to the final LR?




Estimation of behavioral parameters

The “elusive” speaker profile

DNA profile
Locus 1 I Hair color
(k k Locus 2 mmmm | Eyes color
oL —
locusn | W | Hereditary disease

i

Linguistic | Foreign
content | language

L I T o P o

Happy Sad Enthusiastic | Crying | Angry Sick Stressed

The speaker profile is a myth




Estimation of behavioral parameters

The “elusive” speaker profile

e The attribute is present in the profile if it is present at least once in the available

set of speaker utterances.

(o
” N

" M oma

4

A

Speaker Profile




Estimation of behavioral parameters
Typicality

The frequency of speaker pairs in the reference population sharing the attribute in their
profiles.

Y Ne PN Pg, = {BA; =1}

T(BA) = N.
PSj is the speaker profile

3
Th = r
[ ® o o 0
I
3
A 0A Ho . 6 =<

Reference population

The reference population is the set of speakers from the training data of the DNN model [Drygajlo et al].

STEP 2



Estimation of behavioral parameters
Uncertainty: Drop-out & Drop-in

Drop-out - disappearance of attribute: occurs due to a false negative detection or due to

a non presence of the attribute.

N Dour®
Vs (U(BA; = 0)| Py(BA) = 1) Dout, = 2; Dout,

N N

DoutiS =

Drop-in - appearance of foreign attribute: occurs due to a false positive detection of the
attribute.

Dropin. = Din* T,

Ax —— Drop-out
A © Y% —— Drop-in

Reference population
Din: Estimate speech noise

22




Interpretable attribute-LR estimation
Speech-adapted BA-LR

0 | 1 0 | 1 P(X,Y;|H,)

o —» R = -

.Q.W 0 1 1 0 i P(X, Y| Hy)
! S T

BA BA BA BA
LR, * LR " LR; > LR "

X
Y

wCaseX.=1,Y. =1
Assumptions:
11-11 0011
: : speaker
e Drop-in and drop-out could occurin X and. T T
BA. 1+ (Din - T)? Under 7,
e Both phenomena are independent. Ry 3 = >
T; - (Dout;” + (Din - T;)>+ 2 - Din - T; - Dout,) Under H,
T:: Typicality | Din: No drop-in [Dout: No drop-out l l l Different
11-11 00—11 01T—11 speakers
10—11

Imen Ben Amor and Jean-Francois Bonastre, "BA-LR: Binary-Attribute-based Likelihood Ratio estimation for forensic voice comparison," In: IWBF2022.
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Interpretable attribute-LR estimation

Speech-adapted BA-LR
X W 0 | 1 0 | 1
= AN ERERE

R T

BA BA BA BA
LR,* LR " LR; > LR "

Assumptions:
e Drop-in and drop-out could occurin X and.

e Both phenomena are independent.

T:: Typicality | Din: No drop-in [Dout: No drop-out

<

PX,Y;|H)
> (RBA _ p
Yl P(X;, Y| Hy)

1’71

’ 1 4+ Dout?

T; - (2- Dout; - Din + Dout; +Din )
1+ (Din-T;)?

T.-(2-Din- T, -Dout; + (Din- )2 + Dout; )
Din - Din - T; + Dout; - Dout;

T; - (Din - Din - T; + Dout; - Dout; + 14 Din- T; - Dout;
Din - Din - T: 4+ Dout; - Dout;

\T@'-(E-Din'TﬁDouti-M+I+Din-Ti-Douti)

— if(BA} =0,BA" =0)

if(BA! =1,BA} =1)
if(BA; =0,BA" = 1)

if(BA! =1,BA =0)

Imen Ben Amor and Jean-Francois Bonastre, "BA-LR: Binary-Attribute-based Likelihood Ratio estimation for forensic voice comparison," In: IWBF2022.
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ASpR performance

0.3
0.2

e Small correlation between attributes in BA-vectors. o1 -
ASpR performance evaluated on three datasets in o !
Correlation values
terms of EER and ClIr between BAs
X-vectors BA-vectors
Cosine Speech-adapted BA-LR
EER Cllr, /50t EER Cllr, /50t

VoxCeleb1 1.37% 0.06/0.82 3.5% 0.13/0.48
SITW (wild conditions) 1.4% 0.06/0.82 4 % 0.14/0.49
VOICES (Challenging environment) 3.96% 0.15/0.87 5.12% 0.19/0.89

Cllr is the cost associated with the log LR decision threshold
EER: Equal error rate. (Lower is better)

w A good ASpR performance and generalisation ability using BA-LR scoring.

@ An average increase of 1.96% in EER compared to x-vectors.

@ Poorly calibrated LRs.




Interpretability of attribute LLRs

LLR = Log(LR) = 2 attribute-LLR;

e The case 00 gives very small attribute-LLRs = Negligible impact on the LLR.
* Inthe case 01 or 10, the attribute-LLRs are all negative = A conflict that decreases the LLR.

e The case 11 gives positive and high attribute-LLRs = Adds an important weight to the LLR.

7o B
e 37
—_—
=
g 2-
3 4
£ 1
+
0-
1 1 |
00 01|10 11

Attribute-LLR cases




Explainability of the LLRs

Shapley-like explanations

Target example

LLR — LOg(LR) — Z attrlbUte-LLRl higher = lower

base value f(x)
-20 20 35.35/0 60

.

>>>>>))))))))))))))))))))))))))»)))))))))))»))))) ((((((((<<<<<<<<<<

BA223 =3 BA9= 3'BA224

e Contribution of attribute= attribute-LLR
Non-Target example

higher 2 lower

* Fortarget, there is more attributes pushing the B ey N .
final LLR towards positive direction. BERIMINHII ) LR ’

BA110 =3 BA25= 3BA224

e For non-target, there is more attributes pushing
the final LLR towards negative direction.

target pair non target pair
o _ BA9 BA223 BA110 BA25 BA224
e The most contributing attributes are
. . . (XZ,YZ) (131) (1>1) (1,1) (1a1) (0’1)
characterized by a low typicality and an —
[Attribute LLR = 243 232 20 2967 -123
acceptable drop-out. : :
i Typicality  0.15  0.39 037 021+ 0.96
. Dropout ____045___ 080 068 __ 0791 044
Final LLR 35.35 _SFR

https://github.com/shap/shap
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Key takeaways

ZRON)

e FEstablish an interpretable and explainable computation of the LR in an ASpR task.

e Atransparent BA-LR scoring based on a simplified estimation of behavioral

parameters, allowing a better handle of the value of evidence.

v Good ASpR performance and generalisation abilities.

v BA-LR provides explanations about the contribution of each attribute to the final LLR.

X The notion of speaker profile is misleading.

X The estimation of behavioral parameters is limited.

X ASpR performance might be not sufficient enough for some applications.




STEP 3: Attribute explainability




Existing explainability methods

e Use probing classifiers and available labels to investigate speaker information within the
embeddings [Wang2017, Raj2019].

* An analysis of the phonemic information along neural network layers [Nagamine2015].

Our prerequisites:
e Attributes are derived from a bottom-up extractor.

e No information is available about the nature of these attributes.

A solution that ensures:

e No additional labelling or annotation of data.

e Cover all cases from the train data.

e Automatic discovery and description of attributes.




Proposed explainability method

The three-world method

Real world
T

Aol




Proposed explainability method

The three-world method

Real world
T

Using a DNN -based model G() || I
Representation world /

D

[TITTTTTT]




Proposed explainability method

The three-world method

Real world
T

Using a DNN -based model G‘()/ \F(‘)
Informative world

Representation world

Acoustic and

phonetic
descriptors

D |
[T < s

descriptors
M() ?

N EH1 RIYOAO1  Spectral, jitter,
F AHO/ shimmer, Voice

quality, Loudness...

Etc...

How to determine an automatic mapping M() between D and 1?




Utterance-level mapping
Methodology

Assumption: If variables in the | world are able to differentiate between the 0/1 of an
attribute in the D world, then these variables are good descriptors of the attribute.

e Train data

Thanks to binarization, for each attribute:

a. Select speech samples and group them in two sets:
So where attribute is 0 and S| where attribute is 1. BA-Extractor

v

BA-vectors

Selection
BA; =1 N BA;, =0

Uf1|1|1]|...]1]|o| U;|lo|1|0]|...[0]0

Usdlo[1|1]..[o|o| Us|o|ofo]..[1]0

Imen Ben-Amor et.al, “Describing the phonetics in the underlying speech attributes  Ug[1[0]1]...|0[1|Uyi 1| 1|0[...[ 1|1
for deep and interpretable speaker recognition” In: Interspeech 2023 S So
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Utterance-level mapping
Methodology

Assumption: If variables in the | world are able to differentiate between the 0/1 of an
attribute in the D world, then these variables are good descriptors of the attribute.

S! S0
o . o Ve Uk s 0,0, U
Thanks to binarization, for each attribute: e A e
¥ !
a. Select speech samples and group them in two sets: Q Descriptive variables extraction

S, where attribute is 0 and §; where attribute is 1. |

(FO Jitter ... Voice@j (Fo Jitter ... VOiced)B

£

'{- -----------------------------------

b. Extract descriptive variables from the speech 1 l )
samples of both sets. s 5
° Separation between both
classes
c. Separate between S, and §; via a mapping |
function and choose the best descriptive variables Most contributing descriptive
for thl S S ep aration. variables to the separation

1 |

FO F2 Jitter Voiced




Utterance-level mapping
Mapping functions

1. A surrogate model: an inherently interpretable classifier

® Decision Tree classifier: takes phonetic descriptive variables and predicts the
presence (class=1) or absence (class=0) of the attribute in the D world.

® TreeShap: Selects the most contributing variables to the separation between
the two classes.

2. Stepwise linear discriminant analysis (SLDA): selects a subset of the most
discriminant variables to separate the two classes of the attribute.

https://github.com/shap/shap
STEP 3




Phonetic description
Example attribute BA9

® Using Decision Tree+ TreeShap

S 2: FOsemitoneFrom27.5Hz_sma3nz_percentile20.0
0.2 3: FOsemitoneFrom27.5Hz_sma3nz_percentile50.0
015 53: Fi1frequency_sma3nz_stddevNorm 65: F3frequency_sma3nz_stddevNorm
' 54: F1bandwidth_sma3nz_amean 66: F3bandwidth_sma3nz_amean
0.1 : F2frequency_sma3nz_stddevNorm 67: F3bandwidth_sma3nz_stddevNorm : logRelF0-H1-A3_sma3nz_stddevNorm

0.05 £ols a|phaRatioV_sma3nZ_StddeVNorm mfcc2v_sma3nz_amean

STt lfi_i‘t_rﬁ'ﬁ'l‘t'ﬁ_ﬁ_rﬁ—l_f‘ﬁﬂ_ﬁ_ﬁ_ﬁ—m_rft_ﬁ_f
O=NWHUIONOKD NN QIDDDD OODODDN HE 0O® O 0 ~NNN O NN DD o) DAOKN AL b
B AN T N0 N8 oo rowmod B0  SNeeSlRGRaaYusssa o or

e Using SLDA

0.45 Jzrrre :

: ...................................................................... » First 10 discriminant variables

0.40 {; » FOsemitoneFrom27.5Hz_sma3nz_percentile50
: : » F2frequency_sma3nz_stddevNorm
ass :  F1bandwidth_sma3nz_amean
S « logRelF0-H1-A3_sma3nz_amean

: ° » F1frequency_sma3nz_stddevNorm
: « F3bandwidth_sma3nz_stddevNorm
« shimmerlLocaldB_sma3nz_amean

* loudness_sma3_percentile50

* slopeV0-500_sma3nz_amean

* F2bandwidth_sma3nz_stddevNorm

Lambda values

0.30 1}

0.25 {:

0 10 20 30 40 50 60
Number of vaniables




Frame-level: phonemic description

Mapping: attributes <> phonemes

@ Vowels are mostly selected, followed by the Stops and the Nasals.

i
;
=
3 :
=
8| |ofF

@ |n [Shon2018, Antal2006] vowels and nasals are shown important

for speaker discrimination.

-: 40000
20000

I
I
- affricate
- approximant

- fricative
- lateral -
(O
- nasal G
- sibilant
- stop
SR ovvels
VOO NHOATOITITNOOMNSNEMNMNTAHONOOMO A ONN
NOoON<MAILCTONOLOHMOTANMONOOOMNMANITNTI
NNLCOLTNDODOANLTA LT AN A LA NNND<L DO
<m0 0O <O OL
o o o oo o Valva lvafival 0 oOoooon ba)
Occurence of each class of phonemes, clustered per BAs




Frame-level: phonemic description

Mapping: attributes <> phonemes "

stop nasal fricative

NG
TH

© 1000C

T
|
=
N
DH

8000

sibilant

6000

approximant
PP vowels

AHO BELI_ I IMEIESIE NN INONS  CEE 10 PEMNC U1 WMCE DPONEIE U JENY NN »
. AY1 .
ow1l
AH1
Y1 N
YO - 4000
AAl
= EHO
UH1
IH2
oY1l
AY2
« Y2 - 2000
AYO
AW1
Affricate AE2
AOO
UH2
OWo
EY2 -0
ER2
AWO

Phonemes

ZH

SH

CH

JH

BAs




Frame-level: phonemic description

Mapping: attributes <> phonemes

@ Vowels are mostly selected, followed by the Stops and the Nasals.

i
;
=
3 :
=
8| |ofF

@ |n [Shon2018, Antal2006] vowels and nasals are shown important

for speaker discrimination.

-: 40000
20000

I
I
- affricate
- approximant

- fricative
- lateral -
(O
- nasal G
- sibilant
- stop
SR ovels
VOO NHOATOITITNOOMNSNEMNMNTAHONOOMO A ONN
NOoONCMAILITTONOLOHMOATHANMNMONOOOMNMANITNTI
NNLCOLTNDODOANLTALCLT AN A LA AN NND<L DO
<0 0O <0000 L OL
o o o oo o Valva lvafival 0 oOoooo va)
Occurence of each class of phonemes, clustered per BAs




Key takeaways
IO

e Explain and describe the nature of information encoded within attributes.

e An automatic mapping through two levels between attributes and phonetic and

phonemic descriptions.

v Attributes encode distinct phonetic and phonemic information.
v Descriptions provide insightful explanations.
v A useful tool helping phoneticians to discover new combinations of descriptors.

X A lack of a higher-level interpretation for non-experts in phonetics.




Application on forensically

realistic data




Forensically realistic data: NFI-FRIDA

Data description

During my visit to the NFI in September 2023.

Netherlands Forensic Institute
Ministry of Justice and Security

e A Dutch speech database recorded by 302 male participants via

forensically significant devices.

6 Video by iPhon@

_ 5 Telephon®
<« Intercept

e Devices: we focus on 3 devices

- Device d1: Headset microphone with high quality.

8 AKE C400BL

']
>

- Device d4: Low quality police interview recordings.

- Device d5: intercepted telephone recordings.

e Sessions: Inside-silent/noisy, outside-calm/busy street

Imen Ben-Amor, Jean-Francois Bonastre, David Van Der Vloed. “Forensic speaker recognition with BA-LR:
calibration and evaluation on a forensically realistic database”.In: Odyssey 2024

Application on forensically realistic data



The need for calibration

In such a forensic context:

¢ Mismatch in domain, conditions and population between train and evaluation data.

We remind also that:

e The BA-extractor is trained on VoxCeleb2, a predominantly English dataset.

 The behavioral parameters of BA-LR are also calculated on VoxCeleb?2.

= This mismatch may lead to poorly calibrated LLRs.

= A calibration step is needed!

Application on forensically realistic data



Calibration and fusion methods

Global calibration of final LLRs Weighted fusion of attribute-LLRs
® Univariate Logistic Regression ® Multivariate Logistic Regression
® Shift and scale the final LLRs ® Sparse regularization

® ' ' :
Improve calibration ® Select only relevant attribute-LLRs

® Alleviate the independence assumption
between attributes.

HEENIEEEE

BA-LR framework

y p— > Voo =

0 1 2
LLR/(\EI,,XL LLRyl(l,,le LLR)%I,,XL LLRXI,-,Xzi LLRy, x,, LLRy, x» LLRy, x», LLRXI,-,XZ,-

o

G+ Pg* LLRy x, LLRy, x,,

Fusion and
calibration

Application on forensically realistic data



ASpR performance and calibration

10.72
= = X-vector 97
B BAIR "W """~ e Divide each data device into dev and test.
B Fusion 427
5183 282 ® Train the calibration on dev and evaluate ASpR on
EER % - II 0 - WE---5 Test.
(Lower is better) - ---
D1 D4 DS == Generalisation ability of BA-LR scoring.
100 100 100
20 79 == The fusion improved the ASpR performance using
62
BA-LR scoring.
% of BA
== A slight increase in EER for d1.
D1 D4 D5
9.6 = The fusion selects only ~70% of 205 attributes.
8.1
== Both methods effectively calibrated the initially
ler“gt n glrm”‘ noz 0 0.03 miscalibrated LLRs.

D4 D5

Imen Ben-Amor, Jean- Frang0|s Bonastre, David Van Der Vloed. “Forensic speaker recognition with BA-LR: calibration and evaluation on a
forensically realistic database”.In: Odyssey 2024
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Key takeaways

eL)OdV

e Address the LLRs miscalibration using BA-LR scoring on forensically realistic dataset.

e A Logistic Regression model is applied on LLRs for calibration + for an optimal

fusion of attribute-LLRs.

v Generalisation ability of BA-LR on Dutch data.
v This fusion improved both calibration and ASpR performance.

X Further research is still needed for a forensic real world deployment.

Application on forensically realistic data



Modelling improvements:

Attribute-based binary auto-encoder




Limitations of the BA-extractor

 The binarization aspect is not integrated into the modelling.

* The objective of shared attribute is not directly considered.

e The ASpR performance declines compared to x-vectors.

= Explore a new direction based on auto-encoder architecture.

Attribute-based binary auto-encoder



BAE: Attribute-based binary auto-encoder

Architecture

e Input: x-vectors of 256 dimensions.

Encoder Latent space Decoder

........................................................

e |atent space: BAE-vector of 512 Cvectors | @ BAE-vector | ® . Xevectors

dimensions.

e Forward: z is binarized converting
negative values to 0 and positive to 1.

........................... STE . _________________
e Backward: the gradient back- SecKpeopagaten
propagate using StraightThrough

Estimator [Bengio2013].

Attribute-based binary auto-encoder



BAE: Attribute-based binary auto-encoder

Proposed attribute-oriented loss

Desired typicality

BA, BA, BA, BA,
. . . . 0.1 0.3 0.5 0.9
e Encourage the shared attribute behavior in the binary
During training T
vectors.
Profile speaker1 | &/ v v
e By controlling the presence frequency of attributes Profile speaker 2 v v Vv
among speakers. Profile speaker 3 v
Profile speaker4 | &/ v v Vv

e This refers to the concept of typicality where an

attribute may be rare, moderately present or typical

among speakers.

Lg= Z (max(0, Z Zy i~ VJ-))2
k=1

Inspired from [Subramanian2017]

IS~ Regulate the latent space during training pushing speaker

profiles to respect a desired typicality of attributes. Loss = MSE + 1 * L

Reminder: The presence of attribute in one utterance — Its presence in the profile.

Attribute-based binary auto-encoder



ASpR performance

o
8
0.2
e Small correlation between BAE attributes.
0.0 -
-0.2
ASpR performance of BAE auto-encoder and the BA-extractor
on VoxCeleb1 —0.4- o
Correlation values
BAE auto-encoder Baseline between BAE
attributes
Input Latent space Output BA-extractor
Vector Xvector / BAE-vectors XveActor BA-vectors
#Dimensions 256 512 512 256 205
Evaluation Cosine Cosine BA-LR Cosine BA-LR
EER 1.37% 2.22% 2.46% 1.8% 3.5%

15> In terms of reconstruction, an increase of 0.43% in EER compared to the input.
> Compared to the x-vectors, an absolute increase of only ~1% in EER with BA-LR scoring.

= Compared to BA-vectors, a relative reduction of 30% of the EER with BA-LR scoring.

Attribute-based binary auto-encoder




Key takeaways

eL)OdV

e Address the limitations of the initially proposed BA-extractor.

e A binary auto-encoder, BAE, that introduces a loss to guide the binary vectors toward

the desired behavior of attributes.
+ BAE vectors present attribute-like behavior.
v BAE improves significantly the ASpR performance using BA-LR scoring.
v The results are promising and highlight the high potential of BA-LR approach.
¥ The input x-vectors are not the best.

¥ The BAE model needs to be improved.

Attribute-based binary auto-encoder
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Conclusion

RQ1: Can we make the embedding space interpretable?

Step 1: Binary-attribute-based
speaker embeddings

h

1. Modified 2. Attribute-based
ResNet-based extractor Binary auto-encoder
110]1 0

= Slight loss in performance compared to SOTA ASpR system.

&= Easy to understand, simple restructuring of speaker information.

Conclusion & perspectives



Conclusion

RQ2: Which voice information influences the final score in ASpR task?

what is its contribution? Is it reliable?

Binary-attribute-based .
2: BA-
speaker embeddings > Step 2: BA-LR scoring >
"M“' Behavioral parameters

\ 4

estimation
1. Modified 2. Attribute-based o * .
ResNet-based extractor| | Binary auto-encoder Typicality  Dout & Din
Tols 5 | Interpretable LR
. I‘ | estimation
: ble vi : \ '
I _ - = .
Interpretable via - - Global LRs  Attribute-LRs

& Attributes are interpretable by their behavior and contribution.
&= Present a transparent LR computation driven by the contribution of discriminant attributes.

1> Good ASpR performance and generalisation abilities with BA-LR scoring.

Conclusion & perspectives



Conclusion

RQ3: What is the nature of this encoded information?

Binary attribute-based : s . pers
embeddings > BA-LR scoring > Step 3: Attribute explamablllty>
"‘W Behavioral parameters

estimation

Phonetic
descriptors

Utterance- and frame-

1. Modified 2. Attribute-based level mapping
ResNet-based extractor| | Binary auto-encoder Typicality, Dout & Din ¥ ¥

Phonetic  Phonemic

Tolq 0 Interpretable LR description description
, estimation 4 4
| I |
i Global LRs  Attribute-LRs E E
| Explainablevia ~—

i Offers insights about voice information encoded and involved into the ASpR scoring.

&= Discovers phonetic combinations that encode high level features.

Conclusion & perspectives



Conclusion

An application of BA-LR scoring on forensically realistic data is performed for validation.
= Generalisation ability of BA-LR on Dutch dataset.

> The weighted fusion of attribute-LLRs improved BA-LR scoring.

= This thesis opens a new perspective on explainable and interpretable

ASpPR systems.

= A helpful tool to understand information encoded by DNN models and

aid for the court in making informed decisions.

= Its applicability extends far beyond forensic scenarios.

Conclusion & perspectives



Perspectives

* Fine-tuning the BA-extractor with the attribute-based loss and STE technique to
directly obtain binary speaker embeddings.

e The independence assumption between attributes might be involved as a

constraint during training.
e Application of BA-LR approach on language or emotion identification.

e Beneficial to hide and better handle particular voice attributes for a privacy-

related task.

e A suggestion of applying BA-LR on other types of data like forensic text
comparison [Ishihara2020].

Conclusion & perspectives
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BA-LR Github code
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